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Fourier transform on ZN

Let f be a complex-valued function onZN . Then its Fourier transform is

f̂ (t) =
1√
N

∑
x∈ZN

f (x)wxt

wherew = exp(2πi/N). Let B1 be the standard basis forC ZN consisting of vectorsfi( j) = δi, j. In
the standard basis the matrix for the Fourier transform is

FTN =



















1 1 1 1 · · · 1
1 w w2 w3 · · · wN−1

1 w2 w4 w6 · · · w2N−2

1 w3 w6 w9 · · · w3N−3

...
...

...
...

.. .
...

1 wN−1 w2N−2 w3N−3 · · · w(N−1)(N−1)



















wherei, j’th entry of FTN is wi j.

Classical fast Fourier transform
Straightforward multiplication of the vectorf by FTN would takeΩ(N2) steps because multipli-
cation of f by each row requiresN multiplications. However, there is an algorithm known as fast
Fourier transform (FFT) that performs Fourier transform inO(N logN) operations.

In our presentation of FFT we shall restrict ourselves to thecaseN = 2n. Let B2 be a basis forC ZN

consisting of vectors

fi( j) =

{

δ2i, j, i ∈ {0,1, . . . ,N/2−1},
δ2i−N+1, j, i ∈ {N/2,N/2+1, . . . ,N −1},

i.e., the vectors of the standard basis sorted by the least-significant bit. Then as a map fromB2 to
B1 the Fourier transform has the matrix representation

bit #
j

j +N/2

(

2k
w2 jk

2k +1
w2 jkw j

w2 jk w2 jkw j

)

=

(

FTN/2 w jFTN/2
FTN/2 −w jFTN/2

)

.
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identity

v0































FTN/2 ×1 +

v1



































FTN/2 ×w j −

multiplication byw j

Figure 1: A circuit for classical fast Fourier transform

Hence,
(

w2 jk w2 jkw j

w2 jk w2 jkw j

)(

v0

v1

)

=

(

FTN/2v0 +w jFTN/2v1

FTN/2v0−w jFTN/2v1

)

.

This representation gives a recursive algorithm for computing the Fourier transform in timeT (N) =
2T (N/2)+O(N) = O(N logN). As a circuit the algorithm can be implemented as

Quantum Fourier transform
Let N = 2n. Suppose a quantum stateα on n qubits is given as∑N−1

j=0 α j
∣

∣ j
〉

. Let the Fourier

transform ofφ beFTN
∣

∣φ
〉

= ∑N−1
j=0 β j

∣

∣ j
〉

where

FTN











α0

α1
...

αN−1











=











β0

β1
...

βN−1











.

The mapFTN =
∣

∣α
〉

7→
∣

∣β
〉

is unitary (see the proof below), and is called the quantum Fourier
transform (QFT). A natural question arises whether it can beefficiently implemented quantumly.
The answer is that it can be implemented by circuit of sizeO(log2N). However, this does not con-
stitute an exponential speed-up over the classical algorithm because the result of quantum Fourier
transform is a superposition of states which can be observed, and any measurement can extract at
mostn = logN bits of information.

A quantum circuit for quantum Fourier transform is whereRK is the controlled phase shift by angle
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n’th bit Rn
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bits




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














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





n−1’th bit QFTN/2 Rn−1

least
significant

bit
• • H

Figure 2: Circuit for quantum Fourier transform

2π/2K whose matrix is

RK =









1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e2π/2K









.

In the circuity above the quantum Fourier transform onn − 1 bits corresponds to two Fourier
transforms onn−1 bits in the figure 1. The controlled phase shifts correspondto multiplications
by w j in classical circuit. Finally, the Hadamard gate at the veryend corresponds to the summation.

Properties of Fourier transform
• FTN is unitary. Proof: the inner product of thei’th and j’th column ofFTN wherei 6= j is

1
N ∑

k∈ZN

wikw jk =
1
N ∑

k∈ZN

wik− jk =
1
N ∑

k∈ZN

(wi− j)k =
1
N

wN(i− j)−1
wi− j −1

=
1
N

1−1
wi− j −1

which is zero becausewi− j 6= 1 due toi 6= j. The norm ofi’th column is
√

1
N ∑

k∈ZN

wikwik =

√

1
N ∑

k∈ZN

1 = 1.

• FT−1
N is FTN with w replaced byw−1. Proof: sinceFT is unitary we haveF−1

N = FT ∗
N .

SinceFTN is symmetric and ¯w = w−1, the result follows.

• Fourier transform sends translation into phase rotation,and vice versa. More precisely, if
we let the translation beTl :

∣

∣x
〉

7→
∣

∣x+ l (mod N)
〉

and rotation byPk :
∣

∣x
〉

7→ wkx
∣

∣x
〉

, then
FTNPlPk = PlT−kFTN . Proof: by linearity it suffices to prove this for a vector of the form
∣

∣x
〉

. We have

FTNTlPk
∣

∣x
〉

= FTNwkx
∣

∣x+ l (mod N)
〉

=
1√
N

wkx ∑
y∈ZN

wy(x+l)
∣

∣y
〉
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and by making the substitutiony = y′− k

=
1√
N

wy′x ∑
y′∈ZN

w(y′−k)l
∣

∣y′− k
〉

=
1√
N

PlT−k ∑
y′∈ZN

wxy
∣

∣y′
〉

= PlT−kFTN
∣

∣x
〉

.

Corollary: FTN followed by Fourier sampling is equivalent toTlFTN followed by Fourier
sampling.

• Supposer | N. Let
∣

∣φ
〉

= 1√
N/r

∑N/r−1
j=0

∣

∣ jr
〉

. ThenFTN
∣

∣φ
〉

= 1√
r ∑r−1

i=0

∣

∣iN
r

〉

. Proof: the

amplitude of
∣

∣iN
r

〉

is

1√
N

1
√

N/r

N/r−1

∑
j=0

w( jr)(iN/r) =

√
r

N

N/r−1

∑
j=0

1 =
1√
r

SinceFTN is unitary, the norm ofFTN
∣

∣φ
〉

has to be equal to the norm of
∣

∣φ
〉

which is 1.
However the orthogonal projection ofFTN

∣

∣φ
〉

on the space spanned by vectors of the form
∣

∣iN
r

〉

has norm 1. ThereforeFTN
∣

∣φ
〉

lies in that space.

If we apply the corollary above to
∣

∣φ
〉

we conclude that the result of Fourier sampling of

Tl
∣

∣φ
〉

=
√

r√
N ∑N/r−1

j=0

∣

∣ jr + l
〉

is a random multiples ofN/r.
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