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Abstract—This work develops a novel approach to exploit
synthesized, approximate circuits for the ansatz of variational
quantum algorithms (VQA) and demonstrates its effectiveness
for NchooseK, a domain-specific language supporting quantum-
based solving of constraint-based problems. Synthesis is gen-
eralized to produce parametric circuits of short depth in close
approximation of the original circuit offline. This removes syn-
thesis from the critical path (online) between repeated quantum
circuit executions of VQA while reducing circuit depth, thereby
resulting in higher fidelity results than the baseline without
synthesis. Simulation experiments indicate improvements of 98 %
on average. Further, experiments indicate that this approach can
obtain viable solutions when the baseline could not. All of this is
achieved with an average variation in circuit depth of less than
10%.

Index Terms—circuit-model quantum computing, quantum
annealing, programming models

I. INTRODUCTION

Variational quantum algorithms (VQA) [3] are promising
to solve relevant quantum chemistry and optimization algo-
rithms [2] on contemporary noisy intermediate-scale quan-
tum (NISQ) devices. However, current noise sources limit
such algorithms to short-depth circuits, i.e. small problems.
Meanwhile, circuit synthesis approaches provide opportunities
for finding shorter circuit approximations, at the expense of
searches. The iteration nature of VQA requires the ansatz to
use different single qubit rotational angles in each iteration
obtained from classical gradient optimization executing be-
tween repeated quantum circuit jobs. Adding online synthesis
at each iteration would add significantly increased overhead
to the critical path of any VQA framework.

This work develops a novel approach to address current
shortcomings and opportunities for exploiting commonalities
between iterative ansatz patterns. By exploiting synthesis,
a latent parametric structure of the ansatz is sought. This
parametric ansatz is instantiated at runtime with low cost
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overhead between VQA iterations, effectively taking synthesis
out of the runtime loop. This work demonstrates the feasibility
of such an approach by offline synthesis of approximate and
parametric circuits for the ansatz of VQA. It then develops an
integral workflow for inclusion in a domain-specific quantum
framework, NchooseK, to solve constraint-satisfaction prob-
lems via QAOA.

II. DESIGN

We begin with a parameterized circuit with parameters
B8 € RP, where p is the number of parameters. We then
repeat the following: select parameters to be assigned and
apply a synthesis/instantiation workflow to this circuit to
produce a new parameterized circuit with parameters o € R?
assigned.! This process is repeated in order to generate a set
of representative synthesized circuits of different structures,
which can heuristically be sampled as a replacement to the
original circuit favoring low Hilbert-Schmidt (HS) distance,
repeated structures, and shallow circuits.

III. IMPLEMENTATION

We leverage existing Python-based tools to implement the
previously mentioned algorithms. First, NchooseK [7] is used
to generate problem-specific circuits and as a baseline to com-
pare results against for correctness. We have added capabilities
to NchooseK in order to map the underlying QUBO to a
parameterized quantum circuit.

Then, the Qiskit [5] development kit is used for execution of
these circuits on simulators and hardware. Additionally, Qiskit
provides a wrapper to the SciPy Python package for many
classical optimization approaches, as well as many of its own
implementations of optimizers.

Finally, the Berkeley Quantum Synthesis Toolkit (BQSK:it)
[8] is a Python framework that we leverage as it was specifi-
cally developed to efficiently tackle both synthesis and instan-
tiation problems and provides methods for converting to and
from Qiskit-based circuits.

'Note: p and ¢ are allowed to be different as each circuit may require a
different number of parameters, and even if they require the same number of
parameters, they may not have identical gate placements/structures.



This generated circuit, together with the QUBO-based ob-
jective function encoded in the problem Hamiltonian, serves
as inputs to all approaches.

IV. FRAMEWORK

With our implementation set, we compare each of our novel
approaches to typical QAOA results. This is realized using
a subset of the benchmarks used in [7], specifically as set
of max-cut and min-vertex cover problems. We search for
generated circuits that return the solutions to these graph-based
problems with high probability using our novel approaches. In
both cases, the vertices of the graph directly correlate to a qubit
in the generated graph and the edge constraints become two
qubit interactions within the circuit. Using this framework, we
generate problems ranging from 3 to 21 qubits and compare
the solution sets generated by our algorithms to the solutions
generated by Microsoft’s classical Z3 theorem prover [6]. We
compare the most likely solutions generated by our circuits to
the solution provided by Z3 in two steps:

1) Is the candidate solution feasible?
2) Is the candidate solution “as good as” the Z3 solution?

The former is confirmed by validating that all hard constraints
within the NchooseK environment are satisfied, while the latter
is confirmed by ensuring the same number of soft constraints
is satisfied. A solution is considered optimal moving forward if
both conditions above are satisfied. In this way, we never have
to solve the underlying NP-hard QUBO created by NchooseK
and rather verify generated solutions in linear time by com-
paring to constraint. Further, this verification framework can
be applied to noise-free, noisy, and hardware results.

V. RESULTS

While our parameterized synthesis based approaches rarely
improve the depth of the circuit when compared to transpiling
original QAOA problems to CNOT and U3 gates, we do
see that not only we can increase the probability of most
likely solutions being optimal solutions, we also see stronger
resilience against noise as compared to the original algorithm.

At worst, our methods can double the depth, which greatly
increases the average depth. But at best, our methods produce
circuits which reduce path by 10%. Note that instantiation
becomes intractably slow at 9 qubits due to scaling of the
number of parameters.

We see that synthesis greatly increases the probability of
having optimal solutions among the top 5 most probable ones
(henceforth referred to as “top 5). We also observe this trend
in the evaluation of the resulting circuits on a noisy simulator,
seen in Fig. 1.

We believe that the absence of correct solutions at and above
12 qubits stems from two main sources. First, at this scale we
have introduced enough partitions amid synthesis it is possible
that the compounding errors from each block are becoming
significant once we have a sufficient number of qubits. [1],
[4] benchmark their synthesis approaches with some QAOA
circuits, but neither use a QAOA circuit larger than 10 qubits,
so there is no existing evidence to suggest that these issues
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Fig. 1. Average Number of “Top 5° peaks which are valid solutions when
result circuit is run on a noisy simulator. Instantiation results beyond 6 qubits
omitted.

are limited to us. Second, since our approaches seeks to
improve upon QAOA results by synthesizing approximations,
it is reasonable to expect that if QAOA does not yield valid
solutions nor will approximations of it especially when using
a local search optimizer. In other words, when QAOA is close
to the correct solutions with a single iteration, we can improve
upon it even further.

VI. CONCLUSIONS

We introduced and surveyed the current state of VQA’s and
presented two synthesis-based algorithms for producing quan-
tum circuits that increase the probability of finding optimal
solutions. We showed that these algorithms can be applied in
the specific context of QAOA and confirmed their viability
over traditional QAOA.

Generally, if QAOA found a solution, our algorithms would
increase the likelihood of also observing more optimal solu-
tions, in some cases quadrupling this likelihood as compared
to traditional QAOA. While our approaches do not signifi-
cantly improve on the depth of circuits, they do consistently
outperform the current standards.
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