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As the number of nodes in high-performance computing environments keeps increasing, faults are becoming common
place. To counter faults, reactive and proactive migrationof MPI tasks to a spare nodes have been considered by us in
prior work. However, a migrated task could present a bottleneck due to (1) increased hop counts for communication from/to
the spare node, (2) reduced resources in heterogeneous clusters (lower CPU/memory/network speed), or (3) placement of
multiple MPI tasks on a node if not enough spare nodes are available.

This work contributesback migration as a novel methodology in clusters. During a job’s execution, MPI tasks record the
duration of a timesteps and relay this information to a decentralized scheduler. This scheduler compares the “velocity” of
the MPI jobbefore and after the migration to decide whether or not to migrate an MPI task back to the original node once
this node is brought back online in a healthy state. The decision considers (a) the overhead of back migration and (b) the
estimated time for remained part of the job, which is also recorded for the MPI job and communicated between the job and
the scheduler. We have implemented the back migration mechanism within LAM/MPI and BLCR based on our work on
process-level live migration.

Experiments were conducted on a dedicated Linux cluster comprised of 18 compute nodes. Results were obtained for the
NAS parallel benchmarks (NPB), as depicted in Figure 1, where the CPU frequency of the destination node is just half of
that on the original node. The condition to benefit from the back migration is:

R × (Td − To) − Tm > 0

which means
R > Tm/(Td − To)

whereR is the number of remaining time steps of the benchmark,Td is the overhead of one time step on the spare/destination
node,To is the overhead of one time step of the benchmark on the original node, andTm is the back-migration overhead
(assumed to be symmetric to the initial migration overhead to the spare node). For BT, CG, FT, LU and SP class C on 16
nodes, the results in the figure indicate that we can already benefit from back migration if only 0.4-10% of the MPI job
execute time remains to be executed. More specifically, a minimum of two time steps for BT and FT, one for CG and LU, and
seven for SP are sufficient grounds to justify back migration, or, more generally, when 2.89% on average of execution is still
outstanding. Further results assessing the impact of different CPU frequencies and network speeds in heterogeneous clusters
are omitted due to space constraints. In general, the largerthe amount of outstanding execution, the higher the benefit due to
back migration. This illustrates a considerable potentialof back migration particularly for large-scale clusters with thousands
of nodes, which has not been studied to date.
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Fig. 1: Savings of Back Migration for NPB Class C on 16 Nodes


